


L9. Regression III 

Nested regression and mediation

Mediation can be conceived as a channel or a mechanism. We are interested in looking at how a variable x affects a variable y, and how much of the effect of x occurs through a third variable z. Usually, the way to test this is by first looking at the effects of x on y and z separately in a regression. 
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First, we would run: 

reg eduyrs fath_occ14 male agea
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What we are interested in here is to see whether our key independent variable is statistically significant. 

Then we would run: 

reg hhincome i.fath_occ14 male agea
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 Here we are interested in seeing whether our key independent variable is also related to our dependent variable of interest. 

Finally we would introduce:

reg hhincome eduyrs i.fath_occ14 male agea
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Here we are interested in looking at our key independent variable’s coefficient. It’s dropped by half, meaning that about 50% of the effect of father’s occupation occurs through education. In other words, education is a significant mediator for social origins. However, father’s occupation is still statistically significant despite the fact that we introduced our mediator. What does this mean? 

This is very tedious. We can streamline this process using nestreg: 

nestreg: regress hhincome (fath_occ14 male agea) (eduyrs)


Nested regression consists in introducing different blocks of predictors. The big benefit from nested regression is that it shows exactly how much explained variation is achieved with every block inclusion. Furthermore, it provides a statistical test to contrast whether the change from one block to another is statistically significant.  Here, we see introducing education increased explained variance by almost 6%. Furthermore, the F-test reveals the difference is statistically significant. 

[image: ]



Non-linearity  

Nestreg is ideal to test non-linear terms and factor variables. When it comes to non-linear terms, first we would inspect the bivariate relationship using lowess . If we suspect there might be a non-linear relationship, we generate a quadric term and test it using nestreg. Let’s look at age. 
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It seems like it could be curvilinear. Why would age have a negative curvilinear relationship with years of education? Cohort effects. 
Since we could have a non-liner term. We will generate quadratic versions of age and test them using nestreg: 

* generating a squared version of age
gen age_sq = agea^2

* generating a cubed version of age
gen age_cube = agea^3

* putting the nonlinear terms in the model

 nestreg: regress eduyrs (agea) (age_sq) (age_cube) 





The age_squared version’s coefficient is statistically significant. The way to interpret this is jointly with the regular age variable. At initial values of age, education increases, yet at higher values of age, education completion decreases. We are very interested in looking at the block information. This lets us know whether the inclusion of the squared term is actually relevant to the model. Is it? What do you think? 
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Discrete outcomes: Dichotomous outcomes. 

In the case of a dichotomous outcome, we are interested in estimating the probability of whether an event occurs or not. When we have a dichotomous outcome we could estimate OLS. However, it entails a number of problems. This is what is known as the linear probability model.

1. One of the assumptions of OLS is that the error is normally distributed. Since our dependent variable has only two potential values (1 or 0), our residual is necessarily going to be 1/0 minus the fitted value. Hence, it is clear that it cannot follow a normal distribution. This is not a big problem because normality is not an essential requirement for OLS to give unbiased estimates. 
2. Nonsensical predictions: LPM will render estimates that go beyond 1 and 0. For example, imagine we are estimating the probability that an individual has a heart disease. A LPM would give us estimates that go beyond 1 (occurrence) and 0 (absence of event). 
3. Functional form. The relationship between a dichotomous variable and the independent variables will have diminishing returns as the predicted probability approaches 0 or 1. The binary response model has an S-shaped relationship between the independent variables and the probability of an event. Hence, a linear estimation is going to fit the scatter poorly. 
4. Heteroscedasticity. Following up on the previous problem, the variance of the error is going to be different at each value of the independent. Hence, if we provide a linear estimation, our error variance is not going to be constant. 

Because of these issues we use specific models dedicated to account for probabilities in discrete outcomes. Here, we are only going to look at logistic regression. In the future we will delve deeper into ordered outcomes, categorical outcomes, count outcomes, etc. 

Logistic regression 

One popular model in the social sciences to study dichotomous outcomes is the logistic regression. There are other very popular models like the probit model. However, here we will focus on logistic regression. 


Syntax: 

logit depvar [indepvars] [if] [in] [weight] [, options]



Let’s say we are interested in predicting the likelihood of every being unemployed. We want to see how one’s social origins might affect this. Logistic regression, as a default is expressed in logits. These units are not readily interpretable, so as a convention, researchers transform to odds ratios. This can easily be done by specifying the or option after the logit command. 

Example: 

logit unemployed i. fath_occ14_3c eduyrs male agea, or 

Before we start interpreting our output…what is an odds ratio? 
If we tab male by whether they’ve ever been unemployed, we get the table below. Let’s find out what are the odds -i.e. what is the probability- that a male has ever been unemployed. 
Another way of asking this question is, out of all the males, what percentage has ever been unemployed?   6,039/14,898 = .40535642. 
Now we do the same for females. 6.425/16.801 = .38241771
Now we have the odds of being unemployed for both groups. 
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Now we want to know what are the odds ratios of males being unemployed as compared to females. In other words, at what rate are males more likely to be unemployed than females:
.40535642 / .38241771 = 1.0599834

[image: ]

Always remember this calculation can only be applied to those categories coded 1. 


Now let’s interpret the output. 
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You can also call out the listcoef function. It will ease your day a lot: 
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image7.tiff
Block 2: age_sq

Source SS df MS Number of obs = 4,378
F(2, 4375) = 292.04
Model 7402.28683 2 3701.14342 Prob > F = 0.0000
Residual 55446.5738 4,375 12.6735026 R-squared = 0.1178
Adj R-squared = 0.1174
Total 62848.8607 4,377 14.3588898 Root MSE = 3.56
eduyrs Coef. Std. Err. t P>|t| [95% Conf. Intervall
agea .2294278 .015205 15.09 0.000 .1996183 .2592373
age_sq -.0027901 .0001516 -18.40 0.000 -.0030874 -.0024928
_cons 9.439843 .3487652 27.07 0.000 8.756086 10.1236

Block Residual Change

Block F df df Pr > F R2 in R2

1 227.90 1 4376 0.0000 0.0495
2 338.59 1 4375 0.0000 0.1178 0.0683





image8.tiff
tab unemployed male

Ever
unemployed
and
seeking
work for a
period
more than
three
months

Gender
0 Male

Total

Yes

16,801 14,898
6,425 6,039

31,699
12,464

Total

23,226 20,937

44,163




image9.tiff
logit unemployed male, or

Iteration 0: log likelihood = -26278.952
Iteration 1: log likelihood = -26275.165
Iteration 2: log likelihood = -26275.165

Logistic regression Number of obs = 44,163
LR chi2(1) = 7.57

Prob > chi2 = 0.0059

Log likelihood = =-26275.165 Pseudo R2 = 0.0001
unemployed 0dds Ratio Std. Err. z P>|z| [95% Conf. Intervall
male 1.059983 .0224325 2.75 0.006 1.016916 1.104875

_cons .3824177 .0056095 -65.53 0.000 .3715799 .3935716

Note: _cons estimates baseline odds.
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. logit unemployed i. fath_occl4_3c eduyrs male agea, or

Iteration 0: log likelihood = -21835.743 This is the likelihood ratio (LR) chi-square

Iteration 1: log likelihood = -21677.95  tost. Stata uses this to compute the
significance test below. Because we have 5

Iteration 2: log likelihood = -21677.576 predictors, we have 5 degrees of freedom.

Iteration 3:  log likelihood = -21677.576 This is the chi2 test that tells us whether

the model is statistically significant or not.

Logistic regression Number of obs = 37,078
LR chi2(5) = 316.33 Goodness of fit statistic that onl i
ly has meaning when compared to other models.
[his is a tisting of the log ikelihoods at each ieration.| Prob > chi2 - 0.0000 That being said, Researchers don't use it at all anymore. They use AIC and BIC.
Log likelihood = -21677.576 Pseudo R2 = 0.0072

Compared to manual labor, the odds of

. unemployment for service and clerk occupations are
unemployed | Odds Ratio  Std. Err. z P>|z| [95% Conf. Intervall 0.9189. Another way of expressing this s by

subtracting 1 to the odds ratios and expressing it in

terms of percentage. Hence, the interpretation would
fath_occl4_3c - be, compared to manual labor, serv
Service and clerk occupations .9189091 .0247506 -3.14 0.002 .871657 .9687227 service and clerk occupations are 8% less likely to be
N : unemployed, holding all else constant. Furthermore,
Administrators and directors .7431695  .024746  -8.91  0.000 .696217 7932885 the coeffictent is statstically slgnificant at & p<D.01.
eduyrs 1.009812 .0032889 3.00 0.003 1.003387 1.016279
ale | *1.032353 .0241249 1.36 0.173 .9861361 1.080737
agea .9897368 .0006547 -15.60 0.000 .9884545 .9910208
_cons .5938523\ .0355466 -8.71 0.000 .5281137 .6677739

Note: _cons estimates| baseline odds.

Males are 3.23% more

likely to be
unemployed , holding One unit increase in age, decreases the
all else constant. odds of being unemployed by factor of
However, the ———1 0.989. Another more intuitive interpretation:
coefficient is not every unit increase in age decreases the
statistically significant, chance of being unemployed by 1.1%.

S0 we cannot claim
there is a difference in
likelihood between
males and females.
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listcoef, percent

logit (N=37078): Percentage Change in 0dds

0dds of: Yes vs @

unemployed b z P>|z| % %StdX SDofX
1.fath_oc~3c -0.08457 -3.140 0.002 -8.1 -4.0 0.4766
2.fath_oc~3c -0.29683 -8.914 0.000 -25.7 -11.5 0.4101
eduyrs 0.00976 2.998 0.003 1.0 3.8 3.8674

male 0.03184 1.363 0.173 3.2 1.6 0.4996

agea -0.01032 -15.596 0.000 -1.0 -17.3 18.3829





image1.tiff
Father's occupation (X} Household income (Y)

Education (2)




image2.tiff
reg eduyrs

fath_occl4 male agea

Source SS df MS Number of obs = 37,181
F(3, 37177) = 2090.38

Model 80271.543 3 26757.181 Prob > F = 0.0000
Residual 475870.283 37,177 12.800126 R-squared = 0.1443
Adj R-squared = 0.1443

Total 556141.826 37,180 14.9580911 Root MSE = 3.5777
eduyrs Coef. Std. Err. t P>|t| [95% Conf. Intervall
fath_occl4 .4959633 .0076633 64.72 0.000 .480943 .5109837
male -.1158824 .037157 -3.12 0.002 -.1887112 -.0430536
agea -.0311515 .0010354 -30.09 0.000 -.033181 -.029122
_cons 12.65013 .0713 177.42 0.000 12.51038 12.78988
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reg hhincome fath_occl4 male agea

Source SS df MS Number of obs = 31,137
F(3, 31133) = 1057.71

Model 21419.7524 3 7139.91746 Prob > F = 0.0000
Residual 210158.91 31,133 6.75035847 R-squared = 0.0925
Adj R-squared = 0.0924

Total 231578.662 31,136 7.43764975 Root MSE = 2.5981
hhincome Coef. Std. Err. t P>|t| [95% Conf. Intervall
fath_occl4 .222586 .0060686 36.68 0.000 .2106913 .2344807
male .4254993 .0294772 14.43 0.000 .3677227 .4832758
agea -.0260368 .00084 -31.00 0.000 -.0276832 -.0243905
_cons 5.46225 .057728 94.62 0.000 5.349101 5.575399
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reg hhincome

eduyrs fath_occl4 male agea

Source SS df MS Number of obs = 30,988
F(4, 30983) = 1386.86

Model 34973.815 4 8743.45374 Prob > F = 0.0000
Residual 195332.795 30,983 6.3045152 R-squared = 0.1519
Adj R-squared = 0.1517

Total 230306.61 30,987 7.43236227 Root MSE = 2.5109
hhincome Coef. Std. Err. t P>|t| [95% Conf. Intervall
eduyrs .1856156 .0039917 46.50 0.000 .1777917 .1934394
fath_occl4 .1286316 .0062216 20.68 0.000 .1164371 .1408262
male .4525948 .0285594 15.85 0.000 .3966172 .5085724
agea -.0189269 .000828 -22.86 0.000 -.0205498 -.017304
_cons 3.037401 .0763923 39.76 0.000 2.887669 3.187133
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Block Residual Change
Block F df df Pr > F R2 in R2

1054.79 3 30984 0.0000 0.0927
2 2162.31 1 30983 0.0000 0.1519 0.0592





